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Abstract—Non-photographic images having a high dynamic
range, such as aeromagnetic images, are difficult to presentin
a manner that facilitates interpretation. Standard photographic
high dynamic range (HDR) algorithms may be unsuitable, or
inapplicable to such data. We present a method that compresses
the dynamic range of an image while preserving local features.
It makes no assumptions about the formation of the image, the
feature types it contains, or its range of values. Thus, unlike
algorithms designed for photographic images, this algorithm can
be applied to a wide range of scientific images. The method
is based on extracting local phase and amplitude values across
the image using monogenic filters. The dynamic range of the
image can then be reduced by applying a range reducing function
to the amplitude values, for example taking the logarithm, and
then reconstructing the image using the original phase values.
An important attribute of this approach is that the local phase
information is preserved, this is important for the human visual
system in interpreting the image. The result is an image that
retains the fidelity of its features within a greatly reduced
dynamic range. An additional advantage of the method is that
the range of spatial frequencies that are used to reconstruct the
image can be chosen via high-pass filtering to control the scale
of analysis.

I. I NTRODUCTION

Increasingly images are being captured, or created, with a
high dynamic range that far exceeds what can be displayed
on conventional devices. Much of the recent interest in high
dynamic range images and the problem of tone mapping was
stimulated by the work of Debevec and Malik [1] who first
presented a practical algorithm that allowed high dynamic
range radiance maps to be recovered from multiple images
taken with conventional cameras. Prior to this the problem
of high dynamic range images were encountered in computer
graphics when realistic, physics based, illumination methods
were developed for image rendering in the 1980s. In doing
this the computer graphics community rediscovered the same
problems that photographers encounter, for example, in trying
to render an image of a room with a window opening out to
a bright outdoor scene.

This paper is concerned with the rendering of high dynamic
range (HDR) scientific images. The aims are potentially dif-
ferent from that in rendering high dynamic range photographic
images. Photographic HDR maps may contain radiance values
corresponding to moonlight ranging up to direct sunlight. They

represent the formation of an image from light reflecting off
objects. As such they are non-negative and have specific image
statistics [2], [3]. Photographic HDR tone mapping algorithms
have been specialised for these images and draw extensively
on psychophysical research into the response of the human eye
to light [4]. Ultimately their aim is to make an image ‘look
good’.

For non-photographic HDR scientific images we are not so
concerned with making an image ‘look good’. Instead our
objective is to allow all features of interest to be revealedwith
maximum fidelity. Artifacts arising from the tone mapping pro-
cess must also be minimised because our ability to recognise
the presence of artifacts may be greatly limited. What may,
or may not, be ‘normal’ in a non-photographic image will
not be necessarily obvious. In addition we do not necessarily
have a good sense of the scale of features of interest. Thus
it is important that any tone mapping algorithm allows user
control over the scale of features that are enhanced.

Scientific images may have image statistics and feature types
that are very different from photographic images. The process
by which scientific images may be formed can be very varied.
For example contrast in magnetic resonance images arise from
protons returning to equilibrium states at varying rates in
different body tissues. Contrast in CT images arise from dif-
fering X-ray attenuations. Geophysical aeromagnetic images
represent the magnetic susceptibility of rocks in the earth.
Unlike photographic images the range of values in a scientific
image may cross the origin, or the range of values may lie
a considerable distance away from the origin. For example
aeromagnetic images may contain values ranging from around
30,000nT (nanotesla) to 70,000nT, where an anomaly as small
as 10nT may be of interest. Thus it may be quite inappropriate
to apply tone mapping techniques developed for photographic
images to scientific images, assuming that the algorithm can
even accept the range of data that is in the input image.

This paper presents a new tone mapping algorithm that works
in the frequency domain. It makes no assumptions about the
formation of the image or its range of values. It ensures the
fidelity of features are maintained by preserving the local
phase of features. The scale of the features that are high-
lighted by the algorithm are controlled via high-pass filtering.



Traditionally scale has been considered in terms of low-pass
filtering however under this approach the locations of features
can vary with scale, this is not the case under high-pass
filtering [5]. Under high-pass filtering the relative magnitudes
of features can vary but not their locations.

II. PRIOR WORK

As mentioned earlier, work on tone mapping has primarily
been concerned with HDR photographic images and rendering
of computer graphics scenes. The techniques can be roughly
divided in a number of broad categories though there can be
considerable overlap in the methods.

Histogram modification:
Ward et al. [6] developed a method based on modifying a
luminance histogram. Rather than trying to achieve a uniform
histogram as is done with histogram equalisation they devise
a histogramadjustment algorithm that limits the maximum
local contrast that would otherwise be obtained via histogram
equalisation. This prevents the formation of areas having
unnaturally high local contrast. The overall aim is to preserve
perceived contrast. Qiu et al. [7] cast the problem of finding
an appropriate histogram mapping function as an optimisation
problem. They devise an objective function that seeks to
optimally divide the image histogram into local sections that
are either scaled linearly, or histogram equalised.

Models of visual adaptation:
Early work includes that of Ferwerda et al. [8] who developed
a model of visual adaptation based on psychophysical data.
Light and dark areas of an image are modified according
to a model of local adaptation. Reinhard et al. [9] develop
a local dodging-and-burning operator where the scale of the
required dodging-and-burning is determined locally. Krawczyk
et al. [10] build a model based on lightness perception. The
image is decomposed into frameworks/regions of common
illumination. An anchor that provides a mapping between
luminance and the perceived grey shade is computed for each
framework. From this an appropriate tone mapping for each
framework is derived. Johnson and Fairchild [11], [12] develop
an image appearance model, iCAM, that models chromatic
and luminance adaptation processes and also models local
contrast/surround effects. This was one of the best ranked
algorithms in Ledda et al.’s 2005 evaluation of tone mapping
algorithms [13].

Decomposition into layers:
The approach of decomposing an image into two layers, a
base layer of primarily low frequency information, and a
detail layer is a common approach. The magnitude of the
base layer is reduced in some way before being recombined
with the detail layer. This approach corresponds to a simple
functional model of visual adaptation. An early example is
homomorphic filtering [14] where it is assumed that the low
and high frequency components of an image correspond to
its illumination and reflectance components respectively.The

amplitude spectrum of the illumination component is reduced
and, optionally, the reflectance component is amplified before
the image is reconstructed. Ashikhmin [15] attempts to build
a simple functional model of the human visual system. Local
adaptation levels are computed across an image to which a
tone mapping function is applied. Image detail information
is then reapplied to the adapted image. Ashikhmin notes that
some care is needed to avoid introducing false features in the
adaptation image. Bilateral filters [16] are used by Durand and
Dorsey [17] as edge-preserving filters to decompose an image
into a low frequency base layer and a detail layer. The base
layer then has its contrast reduced and the detail layer is then
recombined. Note that this approach implicitly assumes that
that only step edges are the features of interest that shouldbe
preserved in the smoothing process.

Gradient attenuation:
The gradient domain approach of Fattal et al [18] attenuates
the magnitudes of large gradients in the luminance gradient
field and then reconstructs the low dynamic range image by
integrating the modified gradient field by solving a Poisson
equation. Gradients at all scales are computed via a Gaussian
pyramid and the gradient attenuation coefficients are prop-
agated through to the finest scale to determine the overall
gradient attenuation function. Mantiuk et al. [19] extend the
gradient approach by imposing constraints on the contrasts
over the whole image. This avoids the possibility of reversing
polarity of contrast in the gradient attenuation process.

Non-photographic algorithms:
For geological and geophysical data, for which the algorithm
developed in this paper is directed, high dynamic range images
are often dealt with via histogram equalisation. The equalised
image is then typically displayed via a rainbow colour map.
This can lead to perceptual distortions due to the varying con-
trast adjustments that are applied throughout the data range in
the equalised data, perceptual biases associated with different
colours, and non-uniform perceptual contrasts between colours
in the colour map [20].

For aeromagnetic data the Automatic Gain Control algorithm
developed by Rajagopalan [21], [22] is sometimes used. This
algorithm attempts to generate an image where the waveforms
have constant amplitude. Within a local window, that is moved
across the image, the input signal amplitude is estimated, say
via the root mean square, and a gain value applied to normalise
this amplitude. A difficulty with this algorithm is that the
signal can be over-normalised and perception of the overall
variations in the signal can be lost. However, the algorithm
does allow the scale over which the signal normalisation is
applied to be controlled by varying the size of the analysis
window.

The tilt derivative given by

tan−1

(

vertical component of the signal gradient
| horizontal component of the signal gradient|

)

is another normalised representation of magnetic data that



can be used [23]. While the tilt derivative has some useful
properties it too suffers from the problem of over-normalising
of the data.

III. PHASE PRESERVINGTONE MAPPING

In general, tone mapping algorithms devised for photographic
images have been developed on the basis of statistics of natural
images, feature types found in natural images, and models of
the human visual system. The algorithms may require image
segmentation and/or decomposition of the image into base and
detail layers. Often there are many parameters that have to be
set.

For non-photographic images we want to avoid making par-
ticular assumptions about the image type and the features that
may be present. Even in natural images most feature types
are not simple step edges [24]. We also want to avoid the
need for segmentation or decomposition into base and detail
layers because such operations may have no real meaning with
respect to the image. The number of parameters that need to be
set should be minimised, and where they do exist they should
have a clear physical meaning.

The primary assumption that is made in the new algorithm is
that the local phase values of the image must be preserved
in the tone mapped output. Phase is important to the human
visual system. Oppenheim and Lim [25] show that the am-
plitude spectrum of an image can be modified considerably,
even swapped with that from another image, and the features
from the original image will still be seen clearly as long as
the phase information is preserved.

The approach adopted is to decompose the image into its
local phase and amplitude values. The amplitude values are
attenuated via some function and the image then reconstructed
using the original phase values and the attenuated amplitude
values. A point to emphasise here is that thelocal phase and
amplitude values are used and manipulated, not the global ones
that you would obtain via a Fourier transform.

To obtain the local phase and amplitude monogenic filters [26],
[27] are used. Monogenic filters are formed by combining a
radial band-pass or high-pass filter with its Riesz transform.
The Riesz transform forms a 2D equivalent of the Hilbert
transform. It is made up of two components. If we define
two filters in the 2D frequency domainu1, u2

H1 = i
u1

√

u2

1
+ u2

2

H2 = i
u2

√

u2

1
+ u2

2

then the spatial representation of the vectorH = (H1, H2)
defines the convolution kernel of the Reisz transform. These
two filters represent quadrature phase shifting operationsin
the two orthogonal directions of the image. To obtain local
phase and amplitude information the image,I, is convolved
with the band-pass or high-pass filterf and the two Reisz
transform filtered versions off , h1f andh2f . This provides

three outputs,I ∗ f , I ∗ h1f and I ∗ h2f , where∗ denotes
convolution.

If some overloading of notation can be permitted, for brevity,
these convolution results will also be referred to asf, h1f
and h2f . Figure 1 illustrates the process. At a point in the
image the three convolution outputs can be thought of as
forming a vector in 3-space. The output from convolution with
the band-pass filterf corresponds to the vertical coordinate,
and the convolutions with the Reisz transform filtersh1f and
h2f specify the two horizontal coordinates. The vertical axis
can be thought of the real component of the signal and the
two horizontal axes represent the two complex valued, phase
shifted versions of the signal in the two orthogonal image axis
directions.

The local amplitude at image location(x, y) is given by

A(x, y) =
√

f(x, y)2 + h1f(x, y)2 + h2f(x, y)2 .

The local phase is given by

φ(x, y) = atan2(f(x, y),
√

h1f(x, y)2 + h2f(x, y)2)

and orientation given by

θ(x, y) = atan2(h2f(x, y), h1f(x, y)) .

Fig. 1. Obtaining phase and amplitude from the outputs of monogenic filters.
The band-pass filter is defined byf , and h1f and h2f are the two Reisz
transform filters.A is the local amplitude,φ the local phase, andθ the local
orientation.

Dynamic range reduction of the image is simply achieved by
applying a range reducing function to the amplitude and then
reconstructing using the original phase. Referring to Figure 1
this can be thought of reducing the length of the vector in
3-space while maintaining its direction, and then projecting it
back onto the vertical, real, axis. In the work presented here



the amplitude range reduction has been achieved using the
logarithm of the amplitude,log(A + 1) or, in some cases, a
nested logarithm (log(log(A+1)+1)) of the amplitude. Note
that1 is added to the amplitude values to avoid reversal of the
signal for values less than 1.

The reconstructed, tone mapped image image values,T (x, y)
are given by

T (x, y) = log(A(x, y) + 1). sin(φ(x, y))

IV. SCALE VARIATION AND SIGNAL ATTENUATION VIA

HIGH-PASS FILTERING

Apart from the choice of amplitude range reduction function
the main parameter in the algorithm is the choice of filterf .
It must be a high-pass or band-pass filter because the Reisz
transform, like the Hilbert transform, is not defined for a DC
signal.

In this work we have found the use of high-pass filters
most useful. For fine details of the image to be preserved
it is important to retain all the high frequency components
of the signal. Progressively attenuating the low frequency
components of the signal achieves two things, the scale of
the image is varied, and the dynamic range of the image is
further reduced. As low frequency components are removed
small scale features that would otherwise be swamped by the
broader scale features are revealed. Unlike the situation if
low pass filtering was to be used the locations of these small
scale features remains stable under different levels of high-pass
filtering, all that changes is their magnitude relative to features
at broader scales. Clearly this is a desirable attribute of any
analysis that varies over scale [5]. In addition, as mentioned
earlier, the other thing achieved by high-pass filtering is that
by removing low frequency components of the signal, which
are typically large, the dynamic range of the image is further
reduced.

For scientific images the scale of interest may be unknown
beforehand. Indeed, the image may contain features of interest
over a variety of unknown scales, as is typically the case with
geophysical images. We have found it useful to generate a
sequence of about ten images with the high-pass filter cutoff
frequency increasing geometrically. The smallest cutoff spatial
frequency in the series might be1/w, wherew is the image
size, and the largest might be, say,30/w. These images
can be viewed individually, however, what we have found
most effective is to use an image blender that allows one to
interactively blend across the whole sequence of images. This
allows one to simulate a continuum of processing scales. The
intermediate blends of the images act as an approximations to
the computational result that would have been obtained had the
image been processed at that exact intermediate scale. Rapid
interactive exploration of the image over multiple scales can
be extremely instructive.

V. RESULTS

Figure 2 shows a raw aeromagnetic image of the Yilgarn area
in Western Australia along with its histogram. The raw data
values range from about 50,000nT to about 70,000nT. Note
how the histogram count values range over several orders of
magnitude. In this figure the image values have been linearly
scaled and shifted to a range of 0-255. Figure 3 shows a
histogram equalised version of the image. Figures 4 to 6
show the results of the dynamic range compression algorithm
with high-pass cutoff frequencies of 1/2000, 1/1000 and 1/200
respectively. The image size is 2492 x 2847 thus at the
smallest cutoff frequency almost all the spatial frequencies in
the image are fully represented. Note the progressive revealing
of fine scale features as the cutoff frequency is increased.
The inevitable halo artifacts also increase as cutoff frequency
is increased. It is important to use a low order butterworth
high-pass filter to minimise these effects. Interactively scan-
ning through image scales via an image blender can also
be useful in helping distinguish any confusing halo artifacts
from genuine features. For comparison the Yilgarn data was
also rendered using using the Mac OSX Preview application,
which can render HDR files, this is shown in Figure 7.
It was found that offsetting the image values so that the
minimum value was 0, rather than5 × 104 was required
to obtain a reasonable result with the Preview application.
Figure 8 shows the result obtained using MATLAB’s HDR
tonemap function [28]. This function is based on Ward’s
contrast limited histogram equalisation algorithm [6]. Neither
of these alternate renderings show the fine structures that can
be revealed by varying the high-pass cutoff frequency of the
proposed algorithm.

While it is not suggested that the proposed algorithm is suited
for photographic images it can be used on them. Figure 9 is
an image with strong shadows and Figure 10 shows the output
of the algorithm using a high-pass cutoff frequency of 1/200.
The result may not be as aesthetically pleasing as what might
be obtained using an algorithm optimised for photographic
images, but is acceptable.

Out of interest the algorithm was also tested on De-
bevec’s widely used radiance data of the Stanford Memorial
Church [29]. For this image it was found that using a nested
logarithmic attenuation of the local amplitudes of the radiance
values was most appropriate. In addition, the logarithm of the
radiance data was used as an approximation of brightness and
used as input to the the dynamic range compression algorithm.
The final images were also adjusted using a gamma value of
0.5. For comparison a rendering obtained using the Mac OSX
Preview application is also shown. No detailed comparison
can, or should, be made as with any HDR rendering package
there are many parameters that can be adjusted. The interest-
ing thing to note is that reasonable results can be obtained
using the proposed algorithm which primarily has only one
parameter, the cutoff frequency of the high-pass filter. The
algorithm’s primary aim is to make features visible, not to



make them attractive. The results have been deliberately shown
in grey scale to allow the tone mapping to be seen as distinct
from colour reproduction issues which are not the topic of this
paper.

VI. CONCLUSION

This paper presents a new tone mapping algorithm designed
for non-photographic images. The algorithm works in the
frequency domain and ensures the fidelity of features are
maintained by preserving the local phase values within the
image data. It makes no assumptions about the formation
of the image, the feature types it contains, or its range of
values. Thus, unlike algorithms designed for photographic
images, this algorithm can be applied to a wide range of
scientific images. No image segmentation, or decomposition
into base and detail layers is needed. The algorithm only
has one major parameter, the cutoff frequency of the high-
pass filter used. This parameter controls the scale of the
features that are highlighted by the algorithm. Preparation of a
sequence of images with geometrically scaled high-pass cutoff
values allows exploration of the features over a wide range of
scales within the image. MATLAB code is available for those
wishing to replicate the results presented here [30].
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Fig. 2. Raw aeromagnetic data of the Yilgarn and logarithmicplot of its
histogram values. This data is the property of Fugro Airborne Surveys Pty
Ltd.

Fig. 3. Histogram equalised aeromagnetic image of the Yilgarn.



Fig. 4. Rendering of the Yilgarn aeromagnetic data using theproposed tone
mapping algorithm. High-pass cutoff frequency 1/2000.

Fig. 5. Rendering of the Yilgarn aeromagnetic data using theproposed tone
mapping algorithm. High-pass cutoff frequency 1/1000.

Fig. 6. Rendering of the Yilgarn aeromagnetic data using theproposed tone
mapping algorithm. High-pass cutoff frequency 1/200.

Fig. 7. Yilgarn HDR data rendered with Mac OSX Preview application.

Fig. 8. Yilgarn data rendered with MATLAB’s HDRtonemap function.
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